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1. Introduction

In recent years, more and more digital images, including photo-
graphs, have been exchanged over networks. In many cases, each 
image is labeled to separate it into categories and stored in a data-
base in the cloud. Against this background, techniques for automat-
ically classifying images using deep learning are rapidly developing. 
Deriving trained models requires massive amounts of computation-
al resources and data, so it is essential to protect the trained models. 
Protection methods using data hiding for trained deep neural net-
works (DNNs) were actively studied in Refs. 1)–11). Zhang et al. 1) pro-
posed a method where a visible watermark is embedded into input im-
ages. In this method, marked images are classified under a different label. 
This leads to protecting the copyrights of model owners. In another 
approach, Zhao et al. 2) proposed a method that embeds a watermark 
during a channel pruning process. Channel pruning reduces the size 
of DNNs by removing less significant weights. The method has high 
robustness through embedding into the percentage value of weights 
to be removed. Uchida et al. 3, 4) protected DNNs by embedding 
watermarks into weights of the models. In this method, a watermark 
is embedded by multiplying a matrix derived from a secret key by 
the weights. The loss function caused by data hiding is then calculat-
ed and added to the training loss in model training. This method was 
further improved by extending its feature vector selection 5, 6), but 
there exists a major issue where weights are significantly changed by 
data hiding. Another method detects an embedded watermark using 
a standard deviation of the weights and removes the watermark 7). 
Furthermore, Kuribayashi et al. 8, 9) proposed a novel data hiding 
method using constant weight code (CWC) coding 10, 11). Their 

method is resistant to the pruning attack that removes redundant 
branches in the neural network and reduces the computational costs 
without seriously degrading the performance. The method also as-
sumes that a non-fungible token (NFT) is used as the watermark to 
provide resistance against overwrite attacks in the method.

For the convolutional neural network (CNN), a method that em-
beds watermarks into weights of fully-connected layers has been 
proposed 12, 13). The weights extracted from the fully-connected layers 
are first transformed into a frequency domain, and then the water-
mark is embedded into the frequency domain by using a discrete 
cosine transform (DCT). This operation diffuses the change in 
weights and thus suppresses the effects caused by data hiding. The 
confidentiality of the watermark can be enhanced by dither modula-
tion in the process of data hiding/extraction. That method has used 
the dither modulation quantization index modulation (DM-QIM) 
method 14) as an embedding method. The DM-QIM method is an 
embedding method based on the QIM method 15). The QIM meth-
od embeds a watermark into the frequency components by rounding 
them to the nearest value among the multiples defined as a step size. 
Here, the amount of change due to data hiding can be suppressed in 
the method, and it can be estimated by using the step size. In addi-
tion, the DM-QIM method introduces dither modulation to make 
it difficult for an attacker to identify the location where the data is 
embedded. Therefore, the use of the DM-QIM method for data 
hiding has less impact on the model than other embedding methods 
and is expected to improve the secrecy of the hidden data. The con-
ventional method 12, 13) is effective for data hiding to CNN. We ex-
tend the method to the vision transformer (ViT), which has been 
attracted as a current classification model with isotropic network, 
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and explore its impact on ViT.
In this paper, we apply the DM-QIM method to embedding wa-

termarks into ViT. ViT has recently attracted attention for its ability 
to attain a higher classification accuracy with less computational 
complexity than CNN. ViT introduces a transformer, which was 
originally used in natural language processing. Thus, the architecture 
of ViT differs from that of traditional image classification models. 
This difference may lead to conventional data hiding methods be-
coming incompatible with ViT and new attacks emerging. To ac-
commodate the new architecture, we investigate a DNN data hiding 
method for ViT in this study. In the proposed method, a watermark 
is embedded in the multi-layer perceptron (MLP) and multi-head 
self-attention (MSA) for the reason that these operations are com-
posed of a large number of weights. Focusing on the high redundan-
cy of MLP and MSA in ViT, we propose a data hiding method that 
does not undermine ViT performance. First, we develop a method 
to effectively apply the DM-QIM method to ViT so as to suppress 
the amount of weight change due to data hiding. We then examine 
the effect of an increases in the number of weights affected by data 
hiding and the layers that are least affected by data hiding. Through 
our experiments, we prove that the degradation in accuracy is negli-
gible even when the number of weights affected by data hiding in-
creases. This is similar no matter which layer the watermark is em-
bedded into.

2. Preparation

In this section, we briefly review ViT 16) and the DM-QIM meth-
od 14).

2.1 Vision Transformer (ViT)
In recent years, attention mechanisms have attracted much atten-

tion in the field of deep learning.
In natural language processing, a transformer with an attention 

mechanism enhanced the accuracy of machine translation 17). Addi-
tionally, ViT, which is an image classification model, has achieved a 
higher classification accuracy than traditional models by incorporat-
ing a transformer 16).

Figures 1 and 2 show the fundamental structures of ViT and a 
transformer encoder, respectively. Initially, the input image x ∈ 
ℝH×W×C is divided into patches xα

P ∈ ℝP2C. Here, H, W, and C represent 
the height, width, and number of color channels of the input image, 
respectively. P denotes the patch size, and α indicates the patch 
number (α = 1, 2, · · · , N, where N is the total number of patches). 
Using the matrix E ∈ ℝP2C×D, each patch then undergoes a linear 
transformation to correspond to the input dimension D of the trans-
former encoder. A class token xclass ∈ ℝD is added to the linearly 
transformed patches. Subsequently, positional information Epos ∈ 
ℝ(N+1)×D is embedded into the linearly transformed patches and the 
class token, resulting in the input z0∈ ℝ(N+1)×D to the transformer 
encoder. z0 is expressed as

	 	 (1)

The transformer encoder consists of multiple layers. As shown in 
Fig. 2, each layer includes a multi-head self-attention (MSA), a 
multi-layer perceptron (MLP), and two layer normalizations (LNs). 
Here, let L and l denote the number of layers in the transformer 
encoder and the l-th layer index (l=0, 1, · · · , L-1), respectively. First, 
zl is converted to LN1(zl) through the first layer normalization, i.e., 
LN 1. Next, LN1(zl) is transformed into three vectors Qi, Ki, and Vi 
(i ∈ {1, 2, · · · , h}, where h denotes the number of heads) by multi-
plying it by trainable weight matrices Wi

Q,Wi
K,Wi

V  ∈ ℝdhead×dhead, re-
spectively. Note that dhead represents the number of dimensions of a 
head.
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Fig. 1. ViT structure 16).
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Figure 3 shows the structure of MSA. MSA has two types of 
learnable weights: qkv and proj. Note that these weights are referred 
to differently depending on the pre-trained model. qkv is a series of 
weights, which consists of Wi

Q,WiK,Wi
V in Fig. 3. Wi

Q,Wi
K,Wi

V are 
multiplied by the input, and then the input is transformed into the 
three matrices Q, K, and V. proj is another series of weights, which 
corresponds to WO in Fig. 3. proj is multiplied by Z ∈ {Z1, Z2, · · · ,Zh} 
to reduce the dimension of the matrix output from the scaled dot 
product attention. Attention values are expressed as

	 	 (2)

Now, we replace Attention(Qi, Ki, Vi) with headi. By using the at-
tention values headi and learnable weight matrix WO ∈ ℝdhead×dhead, 
MSA(zl) is derived as

	 	 (3)

The result of adding zl to MSA(zl) is further normalized to 
LN2(zl) through the second layer normalization, LN 2.

MLP derives MLP(zl) from its input LN2(zl). z'l is the result of 
adding the input to LN 2 to MLP(zl). In the case of l+1=L, z'l should 
be the input to the MLP head. Otherwise, z'l will be the input to the 
transformer encoder in the next layer, and the above process is repeat-
ed. The output of the MLP head is the final output y. y is obtained by 
applying the following equation to the first row of zL-1, i.e., z0

L-1:

	 	 (4)

2.2 Related Work
The conventional method 12, 13) embeds watermarks into the 

weights of fully-connected layers in CNNs using the DM-QIM 
method. To enhance the confidentiality of watermarked weights, 
this method uses a QIM method 15) and dither modulation (DM). 
We describe the embedding process below.

First, according to a secret key, n weights, where n >> k, are select-
ed and transformed into the frequency domain. Let ωj ∈ {0, 1}, (1 ≤ 
j ≤ k) be a watermark bit and f ∈ {f1, f2, · · · , fl, · · · , fn} be the selected 
weight. We suppose that Fl  is the frequency components trans-
formed from fl. k frequency components are then modified by the 
DM-QIM method 14) to embed a k-bit watermark. When Fj is 
quantized with a step size s, Fj is rounded to the nearest multiple of 
s. If ωj = 0, Fj is rounded to the nearest even multiple of s; otherwise, 
it is rounded to the nearest odd multiple of s. Hence, the quantized 
values should be included in the set {0, ±s, ±2s, ±3s, · · · }, which are 
integer multiples of s. In such a case, however, the watermarked fre-
quency components can be easily identified by only observing fre-
quency components. If an attacker attempts to identify the water-
marked n weights, it is sufficient to check the frequency components 
to determine whether the values are discretized. Even if the step size 
s is unknown, the discretized frequency components indicate the 
presence of a hidden watermark.

The DM-QIM method carries out the DM by adding pseu-
do-random numbers before the QIM data hiding operation. A 
pseudorandom number generator derives rj in the range [-s/2, s/2]. 
The watermarked frequency component F

_
j is then calculated:
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	 	 (5)

where ⌊·⌋ is a floor function. In the extraction operation, ωj is re-
covered followed by

	 	 (6)

Since it is difficult to detect ωj unless rj is disclosed, rj serves in the 
role of a secret key in the DM-QIM method. In this method, the 
change caused by data hiding is spread over n weights. This makes it 
difficult for an attacker to add noise only to the k watermarked fre-
quency components Fj without a secret key.

It has been also confirmed that the data hiding operation has a 
small effect on training convergence of the watermarked CNN.

3. Proposed Method

In this section, we propose a novel data hiding operation on ViT, 
which has an isotropic network and an attention mechanism instead 
of convolutions.

3.1 Overview
The change in weights caused by data hiding is generally the larg-

est just after the process at the first epoch and converges as training 
progresses. In the conventional methods, the loss function caused by 
data hiding is combined with the loss function derived from training 
to reduce the effects of data hiding. In contrast, the proposed meth-
od updates the weights at the end of each epoch in fine-tuning with-
out using the loss function caused by data hiding. Such an operation 
can be interpreted as restricting the weights selected for data hiding 
to satisfy a specific condition provided by the watermark and secret 
key in the proposed method. The ViT parameters are updated at 
each epoch to converge into a local minimum. If the number of se-
lected weights is small, the convergence speed is not seriously affect-
ed by the data hiding operation.

The amount of change in the embedded target before and after 
QIM can be estimated statistically and has been confirmed to be 
smaller than that of other data hiding methods 15). Therefore, it is 
expected that the effects caused by the QIM method are also small. 
To conceal the embedding position, each single bit is not directly 
embedded into the individual weights of layers in the transformer 
encoder but rather embedded into the frequency domain after DCT. 
In the proposed method, we suppose that ViT has L layers and em-
bed a watermark into α layers out of all layers. First, n weights are 
randomly sampled from α layers using a secret key, and the sampled 
weights are transformed into frequency domain by DCT. Next, to 
spread out the changes, k values are selected from the n frequency 
components. The data hiding operation and the amount of weight 
change caused by data hiding are described in detail below.

3.2 Data Hiding
In the proposed method, we embed a watermark by using the 

DM-QIM method for copyright protection of the trained ViT. The 
watermark is embedded into the weights of a transformer encoder 
through fine-tuning. The detailed procedure is as follows.
Step 1. Sample n weights from α layers in the transformer encoder 
according to a secret key. A series of the weights, f, is represented as:

	 	 (7)

Step 2. Derive the frequency components F by full-domain DCT 
on f:

	 	 (8)

Step 3. k-bit watermark ω = (ω1, . . ., ωj ,. . ., ωk) is embedded into the 
DCT coefficients Fj:

	 	 (9)

where F
_
 is the watermarked DCT coefficients.

Step 4. The watermarked weights f
_ 

are obtained by inverse DCT:

	 	 (10)

Note that we can theoretically embed an equivalent number of 
bits to the number of weights. The extraction procedure is the same 
as the data hiding procedure, and each watermark bit ωj is extracted 
by using Eq. (6).

In the proposed method, even when an attacker attempts to over-
write the watermark, it is difficult for the attacker to remove the 
previous watermark without a secret key. However, it is possible for 
the attacker to embed another watermark using a different key. In 
such a case, there should exist two kinds of watermarks in ViT in 
random order so that it is difficult to distinguish the original from 
the malicious. The same as the conventional method 12,13), we intro-
duce a non-fungible token (NFT) to assure that there is an opera-
tion history of data hiding.

3.3 Target Layers of Data Hiding
As target layers for embedding watermarks, we focus on the MLP 

and MSA layers in a transformer encoder in ViT. These layers pos-
sess a large amount of redundancy, so it is expected that the effects 
of data hiding can be suppressed.

1) MLP: MLP is a feed forward neural network. It has an input 
layer that consists of neurons as receivers, one or more hidden layers 
that perform computations and undergo iterations, and an output 
layer that predicts the final output. During the propagation of values 
from one layer to another, the weights are multiplied by the propa-
gated values. These multiplied weights are updated by training. There 
are more than 500,000 weights in a single MLP layer of ViT. Owing 
to such redundancy, a watermark can be embedded into the MLP 
layer without seriously degrading the ViT performance.

It is known that DNN has many local minima and almost all the 
local minima are extremely similar to the global minimum 19, 20). 
Even when small subsets of weights are slightly changed, the effects 
can be reduced by adjusting the remaining weights.
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2) MSA: MSA has two types of weights: qkv and proj. qkv is a 
weight matrix that is multiplied by the input to transform it into 
three vectors, Q, K and V. proj is a weight matrix for reducing the 
dimension of matrix, which is generated by scaled dot product at-
tentions. qkv comprises approximately 500,000 weights, while proj 
consists of around 1,000 weights. In this paper, we embed the water-
mark into qkv, where the number of weights is much larger than n, 
to avoid causing significant changes.

3.4 Amount of Change in Weights by Data Hiding
The change in weights caused by data hiding can be estimated. 

Since the weights in the transformer encoder are balanced, there 
exist no singular values in sampled weights f. This helps avoid deriv-
ing bias in F caused by transforming f into the frequency domain. 
Therefore, we can expect that the amount of change in weights 
caused by data hiding uniformly varies in the range of [-s, s], where 
s is a step size. In embedding a single bit into each F, the expected 
change  is calculated by

	 	 (11)

In the case of embedding k bits, the total change Eω is estimated 
by

	 	 (12)

After performing the inverse DCT, Eω is distributed over n 
weights. As a result, the expected change for each single weight is 
Eω/n.

Additionally, for each epoch, a watermark is embedded into the 
selected n weights. The n weights are updated by training in com-
mon with other weights. To prevent losing the watermark, the same 
watermark is repeatedly embedded into these weights at each epoch. 
This data hiding process may increase the convergence time in the 
training and degrade the final-model performance. In our method, 
however, the effects of data hiding are negligible because the number 
of the selected weights n is significantly small relative to the total 
number of weights. In addition, since the expected change in each 
single weight is expressed as Eω/n, we expect that the increase in n 
reduces the amount of weight change and contributes to suppressing 
the degradation of the model performance. We confirm this in the 
next section.

4. Experimental Results

In this section, we evaluate the effects of embedding a watermark 
into ViT with the DM-QIM method. We first describe the experi-
mental conditions and then discuss the effects of the number of se-
lected weights n and the layer where the watermark is embedded in 
terms of the classification accuracy and loss function. Note that all 
the watermark bits are correctly extracted in our method. Since the 
results may fluctuate following the default settings, we performed 
the experiment five times and calculated their mean. In this paper, 
we embed the watermark into the MLP and qkv of MSA.

4.1 Experimental Setup
We use a pre-trained model called vit_small_patch16_224 17) from 

timm, which is a PyTorch Image Models library. vit_small_
patch16_224 was trained using over 1 million images from the Ima-
geNet database 21) and over 300 million images from a dataset called 
JFT-300M provided by Google. In this experiment, we embedded 
the watermark into the MLP or qkv of MSA in all 12 layers. Data 
hiding and fine-tuning were performed on this pre-trained model 
while obtaining the classification accuracy and loss function at each 
epoch. We summarize the hyperparameters for fine-tuning in Table 
1. These values were also used for the previous method 9), and we 
used them in our experiments. In fine-tuning, we used the Dogs vs. 
Cats image dataset, including 25,000 images for training and 12,500 
images for validation, from the Kaggle database1. We assumed NFT 
class tokens as the embedded watermark, so the watermark amount 
should be 256 bits. To investigate the sensitivity of layers to be wa-
termarked, we set α = 1 and explored the performance degradation 
for each layer. The number of parameters in the trained model was 
approximately 87 million. We sampled n values from these 87 mil-
lion weights using a secret key.

4.2 Experimental Results
We evaluated the classification accuracy and loss function. The 

number of weights n was configured to 2,048. The weights were ini-
tially extracted from the MLP or qkv of MSA, and the watermark 
was then embedded into the weights. The weights were finally 
trained. We defined a series of the above processes as one epoch. For 
the proposed method, we assumed an NFT as the embedded water-
mark, so the watermark length was 256 bits (k = 256). Additionally, 
the quantization step size s was set to 8 for the DM-QIM method.

4.2.1 Number of Selected Weights
Here, we evaluated the effects caused by the number of selected 

weights n. We changed n from 2,048 to 4,096, 6,144, and 8,192. 
Note that we embedded the watermark into the weights of the first 
layer (L=0) of the MLP. Figure 4 shows the transitions in classifica-
tion accuracy and loss function during training with data hiding. The 
transitions were similar to those observed during the training with-
out data hiding. From these results, we can say that the number of n 
hardly affected the ViT performance when a 256-bit watermark was 
embedded. In 3.4, we estimated that the performance degradation of 
the model would be suppressed as n was increased. This is because it 
was expected that fewer weights would be changed by data hiding as 
n became larger. However, the classification accuracy and conver-
gence were comparable for any value of n in our experiment.

4.2.2 Target Layer for Data Hiding
As mentioned above, data hiding was applied to the MLP or qkv 

of MSA in one of the 12 layers to investigate its effects.
1) Multi-Layer Perceptron (MLP):
Figure 5 depicts the transitions in the classification accuracy and 

loss function at each epoch. The transitions with data hiding had 

1　https://www.kaggle.com/datasets/karakaggle/kaggle-cat-vs-
dog-dataset
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16Patch size
64Batch size

0.00003Learning late
100# of epochs

TABLE 1. Hyperparameters for fine-tuning.
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classes than vit_small_patch16_224. On the other hand, vit_base_
patch16_224.augreg_in1k pre-trained using ImageNet has more 
than twice as many parameters than vit_small_patch16_224. This 
contributes to a higher accuracy than vit_small_patch16_224.

For the two models, we show the transitions in the classification 
accuracy and loss function at each epoch in Figs. 7 and 8. A water-
mark was embedded into one of the layers from Layer 1 and Layer 
11 of the MSA and MLP. These transitions are analogous to those 
observed during training without data hiding. Consequently, the 
transitions show similar trends regardless of the model in which the 
watermark is embedded. In other words, the proposed method can 
embed a watermark while maintaining the ViT performance even 
when the number of weights or classes in a pre-trained model in-
creases. Additionally, the proposed method can completely extract 
the watermark as well as the conventional method 12, 13). 

4.4 Considerations
We first discuss the reason why the increase in n had no effect on 

model performance. It is observed from Fig. 4 that the number of 
weight parameters to be embedded has no effect on model perfor-
mance. Regardless of the amount of weight change Eω/n at the first 
epoch, the degradation in model performance is negligibly small 

similar shapes to those without data hiding. Training with data hid-
ing for the CNN caused both the classification accuracy to degrade 
and the loss function to increase in the early stage of the training. In 
contrast, it is clearly seen that training with data hiding for ViT 
never had such effects through all epochs. Consequently, in the case 
that a 256-bit watermark is embedded into the MLP of any layer, 
the ViT performance can be preserved.

2) Multi-Head Self-Attention (MSA):
Figure 6 shows the transitions in the classification accuracy and 

loss function during training with data hiding. These transitions 
were analogous to those observed during training without data hid-
ing. As is the case with MLP, the performance is similar when a 
256-bit watermark is embedded into the qkv of MSA of any layer.

4.2.3 Other Models
Here, we applied the DM-QIM method to different ViT models 

and confirmed that the results are equivalent to the model of vit_
small_patch16_224. As the different pre-trained models, we used 
vit_small_patch16_224.augreg_21k and vit_base_patch16_224.au-
greg_in1k. First, vit_small_patch16_224.augreg_21k is a model pre-
trained using ImageNet-21k, which is an image dataset with more 
than 21,000 classes. Thus, this model works for a greater variety of 

0.85

0.9

0.95

1

1 11 21 31 41 51 61 71 81 91

A
cc
ur
ac
y

Epoch

MLP_Layer 0 MLP_Layer 11 MSA_Layer 0 MSA_Layer 11 Original

(a) Classification accuracy

0

0.05

0.1

0.15

1 11 21 31 41 51 61 71 81 91

Lo
ss

Epoch

MLP_Layer 0 MLP_Layer 11 MSA_Layer 0 MSA_Layer 11 Original

(b) Loss function

Fig. 8: Transition in performance with progress of training process for vit_base_patch16_224.augreg_1k.
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because the number of weights changed by data hiding is consider-
ably smaller compared with the entire number of weights. In the 
training phase, the weights are updated at each epoch to approach a 
local minima, while the embedding operation changes the updated 
weights to move away from the local minima. However, the change 
caused by the embedding operation at each epoch is quite small and 
does not affect the model convergence in the training phase. We 
infer that this leads to accuracy preservation against changes due to 
data hiding.

We now discuss the sensitivities to external noise at each layer in 
which the watermark is embedded. The experimental results show 
that data hiding into a layer with a large number of weights, i.e., 
MLP or qkv of MSA, neither degrades classification accuracy nor 
increases the output of the loss function. On the other hand, there 
was no significant difference in performance when embedded in any 
of the L layers, where L=12 in this experiment. Thus, we can con-
clude that the layer position can be selected arbitrarily.

As we described, the proposed method is a novel method of data 
hiding into an arbitrary layer of either MLP or MSA in ViT with 
little impact on the model performance and convergence at the 
training model. There exist two concerns in ViT in applying the pro-
posed method. First, it is difficult to embed a watermark into the 
normalization layers of ViT with a small number of weights. This is 
due to less weights in each normalization layer, (e.g., in vit_small_
patch16_224, there are only 384 weights in each normalization lay-
er); the number is too small to embed a watermark. As its second 
concern, an embedded watermark may not be extracted if the model 
encounters compression using channel pruning. The model com-
pression through channel pruning changes the weights to reduce the 
model size. This weight change could remove the watermark. As the 
countermeasure to channel pruning, the use of constant weight code 
has been studied in Refs. 8, 9). It is one of promising methods to make 
it robust against channel pruning and one of our future works.

5. Conclusion

In this paper, we evaluated the effects caused by data hiding using 
the DM-QIM method on the classification accuracy and loss func-
tion in ViT. We embedded a watermark into the MLP or qkv of 
MSA in one of all layers of the transformer encoder. Both the accu-
racy and loss of the watermarked model converged similarly to the 
original model. Additionally, the performance could be preserved 
after data hiding without any notable degradation. The experimental 
results proved that we could select weights for data hiding from the 
MLP and qkv of MSA in an arbitrary layer.
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